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Automation complacency on the road 

Yueying Chu and Peng Liu 

Center for Psychological Sciences, Zhejiang University, Hangzhou, PR China    

ABSTRACT 
Given that automation complacency, a hitherto controversial concept, is already used to blame 
and punish human drivers in current accident investigations and courts, it is essential to map 
complacency research in driving automation and determine whether current research can sup-
port its legitimate usage in these practical fields. Here, we reviewed its status quo in the domain 
and conducted a thematic analysis. We then discussed five fundamental challenges that might 
undermine its scientific legitimation: conceptual confusion exists in whether it is an individual 
versus systems problem; uncertainties exist in current evidence of complacency; valid measures 
specific to complacency are lacking; short-term laboratory experiments cannot address the long- 
term nature of complacency and thus their findings may lack external validity; and no effective 
interventions directly target complacency prevention. The Human Factors/Ergonomics commu-
nity has a responsibility to minimise its usage and defend human drivers who rely on automa-
tion that is far from perfect.  

Practitioner summary: Human drivers are accused of complacency and overreliance on driving 
automation in accident investigations and courts. Our review work shows that current academic 
research in the driving automation domain cannot support its legitimate usage in these practical 
fields. Its misuse will create a new form of consumer harms.   
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1. Introduction 

Driving automation (or vehicle automation) is becom-
ing prevalent on the road, with the promise of yielding 
huge safety benefits. However, as described in human- 
automation interaction (HAI) research (Bainbridge 1983; 
Endsley 2017b; Hancock 2019; Norman et al. 1990; 
Parasuraman and Manzey 2010; Strauch 2018), it might 
create certain pitfalls that could compromise traffic 
safety. One is notorious automation complacency, 
which describes that human drivers use imperfect 
vehicle automation in an uncritical way and that com-
placent drivers fail to notice automation failures and 
deal with emergencies that vehicle automation cannot 
deal with. In the driving automation domain, policy 
makers and regulators have expressed concerns about 
automation-induced complacency. For instance, the 
National Highway Traffic Safety Administration’s 
(NHTSA 2016) Federal Automated Vehicles Policy stated 
that ‘manufacturers and other entities should place sig-
nificant emphasis on assessing the risk of driver compla-
cency and misuse of Level 2 systems, and develop 
effective countermeasures to assist drivers in properly 

using the system as the manufacturer expects’ (p. 32; 
emphasis added). According to the Society of 
Automotive Engineers (SAE 2021), Level 2 partial auto-
mation (i.e. advanced driver assistance systems) can 
perform lateral and longitudinal control functions to 
assist a human driver, and the driver plays as a super-
visor. In addition, Level 3 conditional automation (i.e. 
automated driving systems) performs all aspects of the 
dynamic driving task, thereby freeing the driver’s hands 
and feet. However, the driver should resume control 
promptly when requested, acting as a backup driver. 
Please refer to the SAE J3016 standard (SAE 2021) for 
information about other automation levels. 

Originating in aviation automation, pilot compla-
cency has been claimed as a major contributor to avi-
ation accidents and incidents involving automated 
aircrafts (Funk et al. 1999; Gawron 2019). In driving 
automation, driver complacency has also been claimed 
to be responsible for recent traffic crashes involving 
Level 2 partial automation and Level 3 conditional 
automation (NTSB 2021; see Section 3). Particularly, 
only complacency (and its synonym, overreliance) was 
repeatedly cited as a causal factor in traffic crash 
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causation analyses (NTSB 2021), although there are 
many other important concepts (e.g. fatigue, workload, 
and loss of situation awareness) used to explain poor 
driver performance under automation and these con-
cepts received more scholarly attention than compla-
cency in the literature (see Heikoop et al. 2016). Even, 
several human drivers are being required to be held 
liable for their complacency or overreliance on auto-
mation (see Avery 2021; Rosenthal 2022). 

Given that complacency has been used to blame 
and punish human drivers who used imperfect auto-
mation, this concept should be carefully inspected. 
Surprisingly, it is not well-documented in the driving 
automation domain and lacks common understand-
ings of what exactly it is, how it should be measured 
and detected, and how it influences driver perform-
ance and traffic safety. Although the literature has 
claimed the risk of complacency when drivers use 
driving automation and advanced vehicle technologies 
(e.g. Furlan et al. 2020; Navarro 2019; Papadimitriou 
et al. 2020; Sim~oes et al. 2019), their claims were 
largely based on those from aviation automation. In 
our opinion, it means a gap between research and 
practice: prior to shared understandings and sufficient 
scientific evidence of driver complacency in the spe-
cific domain, it has been already used to blame and 
punish human drivers. Therefore, it is essential to the-
orise complacency through rigorous scientific and 
empirical research and then to guarantee its legitimate 
usage in crash investigations and court cases. 
Otherwise, human drivers might be placed undue 
responsibilities after crashes, which is a new form of 
consumer harms. 

According to the best of our knowledge, there is no 
review work specific to complacency and overreliance in 
this domain. We fill this gap, unify academic research 
on complacency in driving automation, and determine 
whether current scientific research can support its legit-
imate usage in practical fields such as crash investiga-
tions. In doing so, Section 2 briefs the history of 
complacency in the Human Factors/Ergonomics (HFE) 
field and its enduring controversies, to offer a whole 
picture for those who are not well familiar with them 
and particularly for its casual consumers. Then Section 3 
introduces complacency as a causal factor in recent traf-
fic crashes involving different automation levels and its 
emerging debates. Section 4 offers a literature review 
of complacency in driving automation and classifies 
the identified works in terms of five themes. Section 5 
discusses five fundamental challenges associated with 
this concept. Overall, we find insufficient scientific 
evidence of complacency in this domain and suggest 

minimising its usage and increasing its scientific 
underpinnings through rigorous scholarly efforts in 
Section 6. 

2. Complacency: a hitherto controversial 
concept 

The concept of complacency originated from the prac-
tice field of aviation accident investigations rather than 
academic research. The NASA Aviation Safety Reporting 
System (ASRS) defines it as ‘self-satisfaction, which may 
result in non-vigilance based on an unjustified assump-
tion of satisfactory system state’ (Billings et al. 1976; 
cited in Parasuraman, Molloy, and Singh 1993). As auto-
mation becomes an important research topic in HFE, the 
concept of automation complacency (or ‘automation- 
induced complacency’ or just ‘complacency’) was then 
developed and studied in this scientific field. 
Parasuraman, Molloy, and Singh (1993) invited partici-
pants to perform system monitoring, fuel management, 
and manual tracking in a multi-task flight simulation 
testbed, and designed the automation to perform sys-
tem monitoring with different reliability conditions (vari-
able-reliability vs. constant-reliability). They measured 
complacency as participants’ not detecting or being slow 
to detect the automation failures. They claimed to pro-
vide the first empirical evidence of complacency in the 
human performance literature: participants under con-
stant-reliability automation had poorer performance in 
detecting automation failures than those under variable- 
reliability automation (as the former was assumed to 
induce participants’ complacency). The seminal work 
motivated several replications and similar studies. 

Among them, Bagheri and Jamieson (2004) replicated 
Parasuraman et al.’s experiment and finding, but gave 
an opposite analysis through eye-tracking data: poorer 
detection performance under constant-reliability auto-
mation was not due to complacency, as their partici-
pants under this condition still had more time gazing at 
the system monitoring performed by the automation 
than those under variable-reliability automation. 
However, this opposite explanation received less atten-
tion as compared to Parasuraman, Molloy, and Singh 
(1993), and the latter was often cited in practical fields 
such as policy reports and crash investigations (e.g. 
NTSB 2019a). 

Moray and Inagaki (Moray 2003; Moray and Inagaki 
2000) argued that complacency should be measured 
independently of its assumed outcomes. According to 
them, Parasuraman, Molloy, and Singh’s (1993) way to 
measure complacency through performance decre-
ment is defective (see more in Section 5.3). Moray and 
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Inagaki suggested that complacency could be inferred 
only if an operator’s automation monitoring behaviour 
is below that of an optimal or normative level. They 
also pointed out that even optimal monitoring cannot 
detect all abnormal events in a multi-tasking environ-
ment, thus a failure to monitor does not necessarily 
mean the operator is complacent. 

Dekker, Woods, and Hollnagel (Dekker 2015; Dekker 
and Hollnagel 2004; Dekker and Woods 2002) chal-
lenged the scientific legitimation of complacency. 
They regarded it as a case of folk models which are 
without strong empirical foundations and scientific 
status and not fundamentally useful. They criticised 
them from three aspects: (1) while defining such a 
concept, researchers substitute it for another high- 
level concept rather than decomposing it into more 
measurable specifics; (2) it is immune to falsification 
and so resists the most important scientific quality 
check; and (3) it easily gets overgeneralised to situa-
tions it was never meant to speak about. Dekker 
(2015) argued that the term complacency puts the 
blame squarely on the shoulders of the nearest opera-
tors and lamented that the HFE realm has always 
been on the side of human operators but might harm 
them by what they come up with (e.g. the usage of 
the term). 

Parasuraman, Sheridan, and Wickens (2008) disputed 
Dekker, Woods, and Hollnagel’s criticisms. Regarding 
complacency, they argued that ‘very high levels of 
trust in automation that are not perfectly reliable can 
be associated with overreliance and failure to monitor 
the ‘raw’ information sources that provide input to the 
automated system. This is the complacency issue.’ (p. 
148; emphasis in original). They defended its scientific 
basis by empirical studies, including their seminal work 
(Parasuraman, Molloy, and Singh 1993) and its replica-
tion by Bagheri and Jamieson (2004). They argued that 
operators’ failure to detect automation failures and 
insufficient monitoring are empirical evidence of com-
placency. However, they also admitted this term is 
‘somewhat unfortunate, in that in everyday parlance, 
complacency tends to suggest willful and ill-advised 
neglect, whereas the empirical phenomenon of 
reduced monitoring does not and, in fact, could be 
considered a rational strategy’ (p. 148). Their argu-
ments were further elaborated in Parasuraman and 
Manzey’s (2010) integrated attention model for com-
placency and automation bias. In the theoretical 
model, they linked complacency to attentional bias 
and summarised three features of complacency: human 
monitoring is required and involved; human monitor-
ing is a deviation from an optimal level and thus fails 

to detect automation failures; and it results in a nega-
tive consequence in system performance. Our present 
work will challenge their approach (i.e. deviations in 
behavioural and performance under automation as 
compared to non-automation) to measuring or con-
firming the existence of ‘complacency’ in Sections 5.2 
and 5.3 and their laboratory experiments to probe it in 
Section 5.4. 

Recently this concept is critiqued again (Miranda 
2019; Smith 2018). Smith (2018) argued that it is a 
misleading label because it focuses on human motiv-
ation as the cause and leads its casual users to have a 
shallow understanding of the impact of brittle auto-
mation technologies on human performance. Such a 
label cannot help improve system design. Smith 
(2018) re-interpreted the influential findings and the 
attentional model by Parasuraman and colleagues 
(Parasuraman and Manzey 2010; Parasuraman, Molloy, 
and Singh 1993) and cautioned against the risks of 
oversimplification and overgeneralisation of their find-
ings. Smith also proposed other theoretical explana-
tions for so-called evidence of ‘complacency’ and 
highlighted that complacency (and its attentional 
model) as an explanation is not sufficient (see more in 
Section 5.2). Miranda (2019) re-raised the concerns 
that complacency is not a scientific concept but a con-
venient label to blame individuals and that its misuse 
has hurt human operators in investigations and courts. 
Similar concerns about the concept of ‘human error’ 
can be found in HFE (see Read et al. 2021). Consistent 
with Dekker (2015), Miranda criticised that the miscon-
ception of this concept and other concepts in HFE are 
detrimental to HFE’s core mission of improving human 
operators’ well-being. 

Overall, its opponents criticised that it is not a scien-
tific, useful concept but a convenient label or mere 
blame game that leads to undue responsibility on the 
nearest operators. Its supporters argued that it is a 
scientific concept (even when there is no a widely- 
accepted definition) and that there is sufficient empirical 
evidence to demonstrate its existence and explanatory 
power. Certain researchers (Moray 2003; Moray and 
Inagaki 2000) did not challenge it from the conceptual 
level but that it should not be measured by its 
outcomes. 

3. Complacency in automation-related traffic 
crashes 

This section examines complacency in recent auto-
mated-related traffic crashes. The National Transportation 
Safety Board (NTSB 2021), USA completed six 
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investigations involving a vehicle being operated by 
automation at the time of the crash: four related to par-
tial automation (NTSB 2017, 2019c, 2020a, 2020b) and 
two related to developmental automated driving sys-
tems (NTSB 2019a, 2019b). Surprisingly, the vehicle driv-
ers were blamed for complacency and its synonym (i.e. 
overreliance) in five out of the six investigations (see 
Figure 1). In the exceptional investigation involving a 
developmental automated shuttle (NTSB 2019b), its 
attendant was not assigned the role of vehicle driver or 
operator and thus did not get accused of complacency 
and overreliance on automation; however, the NTSB con-
cluded ‘the attendant’s not being in a position to take 
manual control of the vehicle in an emergency’ as a 
potential contributor to the collision. 

We take a close look into the 2018 Uber crash 
(NTSB 2019a), which caused the first pedestrian fatality 
in automated vehicle (AV) history. On Sunday night in 
March 2018, a pedestrian was pushing her bicycle 
across the road without a crosswalk in Tempe, 

Arizona. The Uber’s automated driving system 
detected her 5.6 s before the collision, but identified 
her as a vehicle, an unknown object, and a bicyclist, 
switched its assessments several times, thus delivered 
no alert until 0.2 s to impact. The Uber operator 
grabbed the wheel and wrested the vehicle into man-
ual mode. But it was too late. The accident investiga-
tion body (NTSB 2019a) completed the investigation 
and concluded that the vehicle operator had 
‘prolonged visual distraction, a typical effect of auto-
mation complacency,’ which ‘led to her failure to 
detect the pedestrian in time to avoid the collision’ 
(NTSB 2019a, p. vii; emphasis added). The vehicle 
operator had worked for Uber as a test operator for 
nine months. Before the collision, she had monitored 
the test for 39 mins and was asked to take over the 
vehicle just one time, for a few seconds. Uber disabled 
the vehicle’s original safety features (i.e. forward colli-
sion warning and automatic emergency braking) to 
test its automated driving system, thus completely 

Driver: Inattention due to overreliance on vehicle automation; prolonged disengagement from the driving 
task; using vehicle automation in ways inconsistent with guidance and warnings from the manufacturer.
Automation (vehicle): Operational design permitted the driver’s inappropriate behaviour.
Other road user (truck driver): Failure to yield the right of way to the car.

Driver: Inattention and overreliance on vehicle automation; disengagement from the driving task; using 
vehicle automation in ways inconsistent with guidance and warnings from the manufacturer.
Automation (vehicle): Operational design permitted the driver’s inappropriate behaviour.

Driver: Overreliance on vehicle automation; complacency and inattention; distraction likely from a cell 
phone game application.
Automation (vehicle): Mistakenly steering the vehicle into a highway gore area; ineffective monitoring of 
driver engagement.
Regulator: The California Highway Patrol’s failure to report the damage of the crash attenuator after a 
previous crash; systemic problems with the California Department of Transportation’s maintenance 
division in repairing traffic safety hardware in a timely manner.
Environment: A damaged crash attenuator.

Driver: Inattention due to overreliance on vehicle automation; failure to react to the presence of the truck.
Automation (vehicle): Operational design permitted the driver’s inappropriate behaviour.
Manufacturer: Failure to limit the use of the system to the conditions for which it was designed.
Regulator: The National Highway Traffic Safety Administration’s failure to develop a method of verifying 
manufacturers’ incorporation of acceptable system safeguards for vehicles with Level 2 automation 
capabilities that limit the use of automated vehicle control systems to the designed conditions.
Other road user (truck driver): Failure to yield the right of way to the car.

Operator: Automation complacency; failure to monitor the driving environment and the operation of the 
automated driving system because of the visual distraction.
Automation (vehicle): The automated driving system did not accurately classify the pedestrian or predict 
her path; forward collision warning system and automatic emergency braking system in the Volvo 
advanced driver assistance systems were not active.
Manufacturer: The Uber Advanced Technologies Group’s inadequate safety risk assessment procedures, 
ineffective oversight of vehicle operators, and lack of adequate mechanisms for addressing operators’ 
automation complacency.
Regulator: The Arizona Department of Transportation’s insufficient oversight of automated vehicle testing.
Other road user (pedestrian): Crossing the avenue outside a crosswalk.

May 7, 2016 (2015 Tesla Model S; NTSB, 2017)

January 22, 2018 (2014 Tesla Model S; NTSB, 2019c)

March 23, 2018 (2017 Tesla Model X; NTSB, 2020a)

March 1, 2019 (2018 Tesla Model 3; NTSB, 2020b)

March 18, 2018 (Uber’s developmental AV; NTSB, 2019a)

Crash Probable causes

(stopped)

Figure 1. Sketches and probable causes related to vehicle driver/operator in five crashes.  
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relying on its operator to intervene. The NTSB (2019a) 
concluded that Uber ‘did not adequately recognize 
the risk of automation complacency and develop 
effective countermeasures to control the risk of vehicle 
operator disengagement, which contributed to the 
crash’ (p. vii; emphasis added). 

Complacency with its synonym has been placed at 
the heart of accident investigations. It is no longer a 
theoretical explanation for understanding why reliable 
and high (but still imperfect) automation hurts human 
performance in academic research. It represents a legal 
duty of care, the deontological commitment expected 
of human drivers whose behaviours can influence the 
lives of other road users (see Dekker 2015). In the Uber 
case, the vehicle operator—and only her—was charged 
with negligent homicide with a dangerous instrument 
in the first trial in September 2020. Uber did not face 
any liability (McFarland 2020). The operator is awaiting 
the second trial which has been postponed several 
times, at the time of our writing. Also, a Tesla driver in 
the USA was charged with vehicular manslaughter for 
relying on Autopilot (Level 2 partial automation) when 
he should have taken over (Rosenthal 2022). Tesla’s 
Chief Executive Officer Elon Musk has blamed their 
users in traffic crashes for their mistaken belief that 
Autopilot is capable of fully-automated driving and 
publicly stated that driver complacency is the issue 
when they get too used to it (Levin and Beene 2018). 
These criminal prosecutions raised strong controversies 
and debates (Zhai et al. 2023). One is whether human 
drivers should be held culpable for their ‘complacency’ 
or ‘overreliance’ (see Avery 2021; Rosenthal 2022), and 
if so, it signals that there would be more criminal 
charges against human drivers who rely on driving 
automation. It will raise moral and legal concerns. 

Of note, the above concerns would be lessened in 
crashes involving higher automation levels. Under 
Level 4 high automation, human intervention is not 
needed as the automated driving system can achieve 
a minimal risk condition. Under Level 5 full automa-
tion, the automated driving system is the sole ‘driver’ 
and thus the human acts as a mere passenger. The 
automated driving system under these two levels 
takes more operational responsibility and controllabil-
ity. It implies that the current driver-centric liability 
system would need a fundamental shift. Normative 
legal and ethical analyses (e.g. Hevelke and Nida- 
R€umelin 2015; Marchant and Bazzi 2020; Vladeck 2014) 
argue that legal responsibility will likely shift from 
humans to manufacturers if humans do not present 
any illegal behaviours (e.g. hacking or other improper 
intervention). Human drivers might not be blamed for 

‘complacency’ in crashes involving Level 4 or Level 5 
automation. Our current focus is on the complacency 
issue under lower automation. 

4. Complacency in the driving automation 
domain: a literature review 

4.1. The scoping procedure 

We followed the general procedure for conducting a sys-
tematic literature review, more specifically, a topic review 
(Okoli 2019). In the academic literature (Seppelt and 
Victor 2016) and investigation reports (see Section 3), 
complacency and overreliance are often used inter-
changeably. The focus of our topic review was on the 
concepts of complacency and overreliance in the 
driving automation domain. The publication search 
was conducted online via Web of Science and Scopus 
with three steps (see Figure 2). In its first step, we 
considered complacency and overreliance and 
applied the following list of terms for searching: 
‘((autonomous OR automated OR self-driving OR 
driverless OR smart OR intelligent OR unmanned OR 
automation) AND (car OR vehicle OR driving) AND 
(complacency OR overreliance OR over-reliance))’ and 
searched 128 publications, excluding duplicates, for 
further screening. 

In the screening step, done by another researcher, 
all publications were read and screened by the criter-
ion that the publication should be informative for 
understanding these concepts. We considered aca-
demic works written in English and were accessible in 
full text (journal papers, conference papers, books, and 
book chapters). Workshops, patents, or similar were 
excluded. Among the 128 publications, 67 were unre-
lated to driving/vehicle automation or drivers; 27 only 
mentioned these concepts and usually argued them as 
negative aspects in HAI but did not contribute specific 
information; in four publications, these concepts only 
appeared in their reference lists; two publications were 
not written in English; two publications were patents; 
and the full papers of three publications were unavail-
able. Thus, we left 23 publications. Another researcher 
re-checked this whole process. 

We also checked the reference list of these publica-
tions and applied Google Scholar (for instance, using 
the terms of vehicle automation and complacency) for 
more relevant publications. This snowball search added 
14 publications. Finally, we have 37 publications 
including 32 journal papers, four conference papers, 
and one book chapter. To guarantee the reproducibil-
ity of our literature review, we make its process and 
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result publicly available at https://osf.io/pdgk9/?view_ 
only=14a5ce614d2c4b44bb14606529604e33. 

4.2. Results 

We read each publication and conducted a thematic 
clustering and description of their contents relevant to 
complacency and overreliance (see Figure 3). The ana-
lysis was initially conducted by one researcher and its 
results were checked by another researcher. The con-
sensus was reached finally. Overall, complacency (and 
its synonym, overreliance) was not a focal concept in 
driving automation research. The key challenges of 
complacency research in the growing driving automa-
tion domain will be presented in Section 5. 

4.2.1. Theme 1: Conceptual analysis (n¼ 8) 
Among the eight studies under Theme 1, they can be 
classified into two types, according to the level of spe-
cificity in their conceptual analysis. Two works (Inagaki 
and Itoh 2013; Ward 2000) focussed on complacen-
cy/overreliance and offered detailed conceptual ana-
lysis. Other identified works (Baumann, Krems, and 
Heinrich 2022; Dixon 2020; Gouraud, Delorme, and 
Berberian 2017; Hoc, Young, and Blosseville 2009; 
Kunze et al. 2019; Yamani and Horrey 2018) are not 
specific to them and offer general (and sometimes, 
limited) conceptual analysis. Next, we review their 
focal points and core assumptions about the relation-
ship between complacency/overreliance, driver per-
formance, and other key concepts in HAI. Overall, 
there is no articulated model and theoretical under-
pinnings for them, in comparison to other important 

concepts such as situation awareness (see Salmon, 
Stanton, and Young 2012). 

Several conceptual works (Dixon 2020; Kunze et al. 
2019; Yamani and Horrey 2018) mainly adopted the 
insights from Parasuraman, Manzey, Wickens and col-
leagues who built their understandings of compla-
cency based on the aviation industry or tasks in 
aviation (Parasuraman and Manzey 2010; Parasuraman, 
Molloy, and Singh 1993; Wickens et al. 2015). Thus, 
they usually agreed that complacency occurs when 
drivers’ monitoring behaviour (or attention allocated 
to the monitoring) becomes suboptimal or below the 
standard level and then leads to detection failures. 
They also supported that complacent behaviour is 
influenced by trust and promoted by the high reliabil-
ity of the automation system or concurrent task 
demands (Kunze et al. 2019; Yamani and Horrey 2018). 
They believed that complacency can be probed by 
measuring actual (objective) system performance and 
perceived (subjective) system performance, or by 
measuring actual attention allocation and required/op-
timal attention allocation. 

Baumann, Krems, and Heinrich (2022) agreed with 
Endsley (1996) that ‘overreliance on automation or 
complacency are the primary causes for vigilance- 
related impairments of situation awareness’ and 
‘that complacency and overreliance reduce the oper-
ators’ efforts for vigilant monitoring and for continu-
ously updating the situation model’ (p. 19). They 
defined complacency as an attitude towards auto-
mation and argued that the impairment of situation 
awareness due to complacency is motivational in 
nature. But, they also admitted that there is little 
empirical evidence supporting the assumed causal 

Web of Science Scopus

n = 97 n = 84

Unrelated to driving/vehicle automation or drivers; n = 67
Without providing specific information; n = 27
Complacency or overreliance only appeared in the reference list; n = 4
Publication not written in English; n = 2
Patent; n = 2
Full-text unavailable; n = 3

Id
en

ti
ci

fa
ti

o
n

S
cr

ee
n

in
g

In
cl

u
d

ed

Snowball collection; n = 14 

Studies included for final analysis
n = 37

Records after duplicates removed
n = 128

Screening titles, abstracts,
and full-text

n = 128

(a) 
      
(b) 
(c) 

Date of the last search: November 17, 2022

Keywords (connected by Boolean operators):
autonomous, automated, self-driving, driverless, 
smart, intelligent, unmanned, automation
car, vehicle, driving
complacency, overreliance, over-reliance

Figure 2. The literature scoping procedure.  
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relationship between complacency and situation 
awareness, as complacency is not measured directly 
in the literature. 

Other works offered somewhat different views. 
Ward (2000) proposed a conceptual framework for 
describing the possible deleterious effects of auto-
mated technology in intelligent transportation sys-
tems. Ward proposed that automation can damage 
driver performance through different paths. One path 
is to make drivers place too much trust in automation 
and then foster complacency, which then reduces 
drivers’ perceived risk and adjusts their behaviours 
towards a riskier style; that is, complacency is a medi-
ator between automation and risk compensation. The 
other path is to simplify driving tasks and decrease 
arousal or to produce the ‘out-of-loop’ effect through 
poor feedback, deskilling, and passive engagement, 

which then leads to attention fault and vigilance dec-
rement and finally loss of situation awareness. Ward’s 
theoretical model is not empirically examined. 

Gouraud, Delorme, and Berberian (2017) described 
that ‘overreliance or complacency is created by an 
uncritical reliance on the system leading to thinking of 
it as more competent than it actually is’ (p. 3) and 
expressed several relevant viewpoints. First, similar to 
Ward (2000), Gouraud et al. thought that automation 
might influence human performance through different 
mechanisms, complacency or vigilance decrement. 
Second, they discussed the potential associations 
between complacency and mind wandering (i.e. human 
mind’s propensity to generate thoughts unrelated to 
the task at hand): complacency might lead operators to 
free cognitive resources and reallocate them to unre-
lated thoughts and thus produce mind wandering, or 
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Figure 3. Classification of the included publications by themes.  
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mind wandering might also occur prior to complacency 
and modify its emergency. 

Hoc, Young, and Blosseville (2009) described compla-
cency as ‘a decrease in human operator performance in 
failure detection’ (p. 140). Beyond this behavioural defin-
ition, Hoc et al. argued that complacency can manifest 
as three successive levels of negligence in terms of cog-
nitive and cooperative activities: the drivers might neg-
lect the information necessary to perform the automated 
function, neglect the supervision of the automation, and 
omit to improve the automation performance by some 
complementary action. 

Inagaki and Itoh (2013) rejected the term compla-
cency, because they thought that the term is often 
used to express a phenomenon that the operator 
does not monitor the automation, and however that a 
failure to monitor the automation does not necessarily 
mean the operator is complacent (Moray and Inagaki 
2000). Inagaki and Itoh proposed a theoretical model 
to describe, analyse, and evaluate the drivers’ overre-
liance on and overtrust in advanced driver assistance 
systems (ADAS). They described both as psychological 
states but differentiated them: ‘overtrust is an incor-
rect situation diagnostic decision claiming that the 
object is trustworthy when it actually is not’ (p. 2) and 
‘overreliance is an incorrect action selection decision 
based on an incorrect situation diagnostic decision 
regarding the ADAS (i.e. the overtrust in it)’ (p. 3). 
Thus, they suggested that overtrust and overreliance 
occur in different decision stages (situation diagnosis 
vs. action selection). They gave certain behavioural 
examples of overtrust and overreliance, and an overre-
liance example is that when the deceleration of the 
lead vehicle is larger than what the adaptive cruise 
control (ACC) can manage, if the driver does not apply 
the brake, the driver is regarded to have an overre-
liance on ACC. 

4.2.2. Theme 2: measurement (n¼ 13) 
Publications under this theme were further classified 
into two sub-themes (eight for Theme 2.1 and three 
for Theme 2.2). 

4.2.2.1. Theme 2.1: measures and indicators for 
complacency and overreliance. Complacency has 
been defined as a mental state or psychological state 
(Billings et al. 1976) or attitude (Baumann, Krems, and 
Heinrich 2022). Thus, it is not something that we can 
see, but something we infer from what we see. As cer-
tain researchers believe that complacency leads to cer-
tain deviations in operators’ behaviours and performance 
in automated driving (manual driving as a reference), 

they usually use these deviations to measure or indicate 
complacency. Table 1 summarises the relevant eight 
studies (Banks et al. 2018; Cabrall et al. 2020; de Winter 
et al. 2014; Desmond, Hancock, and Monette 1998; 
Dunn et al. 2021; Noble, Dingus, and Doerzaph 2016; 
Noble et al. 2021; Ruscio, Bos, and Ciceri 2017; Ruscio, 
Ciceri, and Biassoni 2015), involved vehicle automation 
technologies, and specific measures and indicators. 
These studies collectively reported that vehicle automa-
tion (from a specific driver assistance system, partial 
automation, to an automated driving system) can induce 
drivers’ complacency and encourage drivers to take 
more risks on roads, which may negate its safety bene-
fits (see Banks et al. 2018; Dunn et al. 2021). 

Performance-based measures and indicators refer to 
performance failures in specific driving activities. For 
instance, Ruscio, Bos, and Ciceri (2017, Ruscio, Ciceri, 
and Biassoni 2015) examined the influence of a colli-
sion warning system on driver behaviours and per-
formance and suggested the following performance 
measure for complacency: drivers’ failing to press the 
brake required at the appearance of the unexpected 
obstacle. Behavioural measures and indicators usually 
refer to (visually) distracted behaviours, such as 
reduced visual allocation to driving tasks and 
increased engagement in non-driving related tasks 
and drowsiness. For instance, Noble and colleagues 
interpreted the behaviours of ‘eyes off road metrics 
and secondary task engagement’ (Noble et al. 2021) 
and ‘reduced visual scanning’ (Noble, Dingus, and 
Doerzaph 2016) as exemplars of complacent behav-
iours. In addition, Desmond, Hancock, and Monette 
(1998) proposed specific subjective measures for driver 
complacency. They asked drivers to have two drives 
(manual and automated drives, each lasting for 
40 mins) and experienced different perturbing events. 
After the two drives, driver participants become 
fatigued and their self-reported task motivation and 
active coping scores were lowered. The authors then 
explained that ‘the decrement in task motivation and 
active coping following both drives may be indicative 
of complacency problems in fatigued drivers’ (p. 12). 

Overall, there are divergent opinions about the 
measures and indicators for complacency and overre-
liance in the literature. We take de Winter et al. (2014) 
study as an example to discuss it. de Winter et al. 
(2014) reviewed the effects of ACC and highly auto-
mated driving (HAD) on drivers and concluded that 
certain studies offered evidence of complacent behav-
iours evoked by ACC and HAD. Such ‘complacent 
behaviours’ include drivers do not disengage the HAD 
system when the vehicle drives above the speed limit 
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(Merat and Jamson 2009), do not intervene when 
required (Damb€ock et al. 2013), or have later 
responses to specified driving stimuli (Merat and 
Jamson 2009; Vollrath, Schleicher, and Gelau 2011). 
However, these studies cited by de Winter et al. (2014) 
themselves did not link their findings with compla-
cency and overreliance and thus were not identified in 
our literature scoping process. For instance, regarding 
their finding of drivers’ later responses to critical situa-
tions under automated driving (i.e. approaching curves 
with speed limits or entering fog, which requires man-
ual intervention), Vollrath, Schleicher, and Gelau (2011) 
admitted that it is hard to determine how this finding 
comes about, which may either be due to reduced 
attention under automated driving or simply because 
of having to shift from automatic to manual control. 

4.2.2.2. Theme 2.2: complacency potential rating 
scale. Certain HAI studies considered individual differen-
ces in accepting and relying on automation and devel-
oped certain subjective rating scales for measuring 
people’s propensity to monitor and use automation 
sub-optimally, including the Complacency-Potential 
Rating Scale (Singh, Molloy, and Parasuraman 1993) and 
then Automation Induced Complacency Potential- 
Revised scale (Merritt et al. 2019). Complacency poten-
tial measured by these scales is usually taken as a 
predictor of risky behaviours when people interact with 
automation. These scales have been used in the driving 
automation domain (Azuma et al. 2023; Shen and 
Neyens 2014, 2017; Tinga et al. 2022). As this theme is 
not our current focus, we do not elaborate on relevant 
studies. 

4.2.3. Theme 3: explanatory power (n¼ 11) 
As explained earlier, regarding drivers’ behavioural 
and performance deviations in automated driving 

from manual driving, certain researchers used them to 
measure or indicate driver complacency (see Section 
4.2.2), whereas others used complacency/overreliance 
(but without measuring it) to explain them and thus 
endowed complacency explanatory or causal power. 
We discuss it from the researchers’ perspective (i.e. 
researchers use complacency or overreliance as an 
explanation) and drivers’ perspective (i.e. drivers’ self- 
explanations about why they fail or perform unwanted 
behaviours in automated driving are extracted as their 
complacency or overreliance on vehicle automation). 

4.2.3.1. Theme 3.1: researchers’ perspective. Eight 
studies were clustered under this theme (see Table 2). 
Researchers did not measure complacency/overre-
liance but implicitly took it as a theory or causal agent 
to explain their observed negative human sides of 
vehicle automation. Six studies (de Waard et al. 1999; 
Greenlee et al. in press; Payre, Cestac, and Delhomme 
2016; Poland et al. 2018; Wang et al. 2022; Zangi et al. 
2022) reported drivers’ objective and subjective differ-
ences between automated and manual driving. Hagl 
and Kouabenan (2020) used complacency to explain a 
lower traffic-risk perception with ADAS users (vs. non- 
ADAS users). Tenhundfeld et al. (2020) used low 
complacency to explain why first-time users, who 
experienced the automated parking assist in multiple 
trials, had a higher intervention rate in their first trial 
versus the last trial. 

Among them, certain studies expressed an uncertain 
attitude towards their theoretical inference, as they 
meanwhile suspected the possibility of other explana-
tions (de Waard et al. 1999; Greenlee et al. in press; 
Hagl and Kouabenan 2020). de Waard et al. (1999) 
found that most drivers using an automated highway 
system (AHS) did not react or responded fairly late to 
a surprising situation (i.e. the AHS failed to detect a car 

Table 1. A summary of eight studies under Theme 2.1. 
Study Vehicle automation Measures and indicators  

Ruscio, Bos, and Ciceri (2017), Ruscio, 
Ciceri, and Biassoni (2015) 

Collision warning system Failing to press the brake required at the appearance of the 
unexpected obstacle 

Noble, Dingus, and Doerzaph (2016) In-vehicle adaptive stop display Reduced visual scanning 
Noble et al. (2021) Partial automation: driver assistance 

system 
Reduced environmental monitoring (i.e. eyes off road metrics) 

and increased secondary task engagement 
Banks et al. (2018) Partial automation (i.e. Tesla’s 

Autopilot) 
Distracted behaviours (cited in Tenhundfeld et al. 2020) 

de Winter et al. (2014) ACC and HAD Summarised automation-induced ‘complacent behaviours’: drivers 
do not disengage the HAD system when the vehicle drives 
above the speed limit, do not intervene when required, or 
have later responses to specified driving stimuli 

Desmond, Hancock, and Monette 
(1998) 

Automated driving system Subjective measures: decrement in task motivation and active 
coping following both manual and automated drives 

Dunn et al. (2021) Partial automation Distraction-related behaviours (i.e. secondary task engagement, 
eye-glance behaviour, and drowsiness) 

Cabrall et al. (2020) Driver monitoring system as a 
backup under partial automation 

Visual distraction  
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that merged extremely close). They explained their 
finding through both automation-induced compla-
cency and loss of situation awareness. In Greenlee 
et al. (in press), participants experienced the manual or 
automated driving conditions and were required to 
report hazards (a vehicle stopped unsafely and 
intruded some spaces of the participants’ vehicle). 
Greenlee et al. noted the non-significant differences in 
hazard detection performance and self-reported work-
load/stress between the two conditions. But perform-
ance decrement was more severe under automated 
driving versus manual driving. They discussed that 
automation complacency might account for perform-
ance decrement under automated driving, but it can-
not account for similar but less severe performance 
decrement under manual driving. Thus they suggested 
that ‘future research will be needed to determine the 
reasons for this (performance) decrement in automated 
vehicles’ (p. 13). 

4.2.3.2. Theme 3.2: drivers’ perspective. Participants 
in three studies (Boos et al. 2020; Feldh€utter et al. 
2018; Hoc et al. 2006) were surveyed after their experi-
ments and asked to self-explain why they performed 
unwanted behaviours while using vehicle automation. 
Researchers’ coding their post-hoc explanations 
yielded ‘causal’ human factors, including complacency 
and overreliance. 

Hoc et al. (2006) examined the effect of the auto-
mation responsible for lateral control and found its 
created difficulties in returning to manual control 
when it was invalid. The authors analysed verbal 
report contents in relation to human-automation 
cooperation and reported that 4% of the contents 
were related to complacency (‘Personally, I get used 
to do nothing … ’). A research group (Boos et al. 2020; 
Feldh€utter et al. 2018) examined the interactions 
between drivers and vehicle automation (Level 2 par-
tial automation and Level 3 conditional automation) 
and the mode error and awareness associated with 

the changes in automation levels. Boos et al. (2020) 
participants’ explanations for neglecting the monitor-
ing task under Level 2 were classified into three cate-
gories: (1) overreliance (e.g. ‘I became more and more 
trustful with increasing time during which the system 
worked flawlessly’); (2) non-driving-related activities 
(NDRA) used as activation (e.g. ‘I engaged in an NDRA 
because I wanted to avoid getting too tired’); (3) 
NDRA preferred over monitoring (e.g. ‘It was too 
tempting to engage in an NDRA’). In Feldh€utter et al. 
(2018), an ordinary quiz game (a single choice 
question with four options) was placed in front of the 
central information display, as a measure of NDRA. 
Feldh€utter et al. summarised the reasons stated as to 
why participants played the quiz game rather than 
monitoring partial automation: reliance on the system, 
uncertainty concerning the automation mode, 
and boredom due to the passive monitoring task. 
Therefore, beyond complacency and overreliance, 
there are other explanations for driver participants’ 
sub-optimal behaviours and performance under auto-
mated driving. 

4.2.4. Theme 4: driver concerns (n¼ 3) 
Real driver users express their concerns about partial 
automation or ADAS, and some of their concerns are 
related to complacency (Wilson et al. 2020) and over-
reliance (Pradhan et al. 2018; Weiss et al. 2018). For 
instance, Wilson et al. (2020) recruited drivers to drive 
a vehicle with partial automation on a highway. They 
noted several issues during their driving, such as 
mode confusion. In their post-hoc interview, the 
authors argued that certain risks expressed by the 
drivers are a result of overtrust and complacency. For 
instance, some participants reported that they 
‘switched off’ while using the partial automation tech-
nology. Drivers’ relevant concerns were not strong 
and they overall expressed positive attitudes towards 
Level 2 partial automation. 

Table 2. A summary of eight studies under Theme 3.1. 
Study Vehicle automation Explained behaviours and performance  

de Waard et al. (1999) Automated highway system (AHS) Did not react or responded fairly late to the AHS failure in dealing with a 
surprised situation 

Payre, Cestac, and Delhomme 
(2016) 

Fully automated driving (similar to 
Level 3 automation) 

Longer reaction time in manual control recovery in an emergency for drivers 
who had high trust in the fully automated driving 

Poland et al. (2018) Tesla’s Autopilot Driver’s inattention in a fatal crash 
Hagl and Kouabenan (2020) ADAS Lower traffic-risk perception with ADAS users (vs. non-ADAS users) 
Wang et al. (2022) In-vehicle intelligent agents Lower situation awareness when advised by conversational agents 

(vs. informative agents) 
Zangi et al. (2022) Partial automation Reductions in visual allocation to driving tasks and increases in engagement 

in non-driving related tasks 
Greenlee et al. (in press) Partial automation Reductions in hazard detection performance 
Tenhundfeld et al. (2020) Automated parking assist (Autopark) First-time users of the Autopark showed a very high intervention rate, a 

result of their low complacency  
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4.2.5. Theme 5: intervention (n¼ 2) 
Few studies mentioned certain general measures to 
prevent complacency or mitigate its impacts. Louw 
et al. (2021) suggested (but did not validate) that 
‘drivers should receive explicit training about the 
potential effects that automation use may have on 
their manual driving, so that they do not become 
complacent’ (p. 680). Price et al. (2019) examined the 
influence of the instructions indicating the primary 
responsible party (the automation or the driver) and 
found that drivers who were told that they are primar-
ily responsible for vehicle control looked at the road 
more. Thus, perceived responsibility might prevent 
complacency. 

5. Key challenges 

Section 4 provides a systematic review of the status 
quo regarding complacency and overreliance in driv-
ing automation. In what follows, we critically assessed 
extant research, appraised scientific debates and 
knowledge gaps, and identified several key challenges 
within the field. 

5.1. Conceptual challenge: the individual versus 
systems distinction 

In the literature, complacency has been regarded as a 
personal trait (Campbell and Bagshaw 1991), a motiv-
ation factor (Baumann, Krems, and Heinrich 2022), a 
process or an intermediate variable such as a ‘mental 
state’ (Billings et al. 1976) and ‘psychological state’ 
(Wiener 1981), or a human performance phenomenon 
or issue (Mouloua et al. 2019). It lacks consensus over 
what really it is (Goddard, Roudsari, and Wyatt 2012). 
When the same term is used to describe different 
things and/or in different ways, its utility as a scientific 
concept is limited (Makov et al. 2023). Developing a 
shared understanding is a big challenge. But research-
ers should at least make it clear whether complacency 
is an individual or systems problem. This conceptual 
distinction is critical in practice, as it will not only 
affect how it is prevented and addressed on the road, 
but also determine how involved human drivers 
should take causal and legal responsibilities in the 
event of a crash. HFE has other similar debates 
between the individual and systems perspectives on 
certain key concepts including ‘human error’ (see Read 
et al. 2021; Woods et al. 2010) and ‘loss of situation 
awareness’ (see Salmon, Walker, and Stanton 2015). 

Certain definitions or statements of complacency 
within aviation and road transport and beyond make it 

appear to be an individual problem. The Merriam- 
Webster dictionary defines complacency as ‘self-satisfac-
tion especially when accompanied by unawareness of 
actual dangers or deficiencies’ (Merriam-Webster 
2022), and a very similar definition can be found in 
aviation (see Section 2). Wickens et al. (2015) 
described it as a phenomenon ‘associated simply 
with the failure to be vigilant in supervising automa-
tion prior to the automation failure’ (p. 960). In the 
driving automation literature, researchers expressed 
similar arguments (see Section 4.2.1). For instance, 
Baumann, Krems, and Heinrich (2022) defined com-
placency as an attitude towards automation and 
described its influence on situation awareness with 
a motivational nature. Thus, these definitions used 
in everyday parlance, academic studies, and prac-
tical fields position individuals as the origin of risk. 
They tend to fixate on a human state, capability, 
motivation, or attitude as the causal factor. 

However, the above perspective is challenged. 
Stanton and Young (2000) argued that it is unclear 
whether complacency is situationally induced or an indi-
vidual difference variable. Furthermore, Parasuraman and 
Manzey (2010) clearly pointed out that ‘complacency 
and automation bias, although affected by individual dif-
ferences, cannot be considered as just another type of 
human error but constitute phenomena that result from 
a complex interaction of personal, situational, and auto-
mation-related characteristics’ (p. 403). Thus, they held 
the complacency-as-a-systems-problem perspective (see 
also Miranda 2019; Smith 2018). 

We support the systems perspective (Parasuraman 
and Manzey 2010). What we mean by the systems 
perspective is that taking a deep dive into complacency- 
related crashes will show that these crashes are attrib-
uted to multiple contributing factors, not just the nearest 
operators. It is consistent with the systems thinking in 
HFE (Read et al. 2021), which suggests that outcomes 
(e.g. behaviours and accidents) in complex sociotechnical 
systems emerge from the interactions between multiple 
components (i.e. humans, technologies, organisations, 
and external environments). Take the 2018 Uber AV 
crash for a close look (see Section 3). Although the crash 
was attributed to the Uber operator’s distraction and 
complacency, there were underlying automation flaws 
(e.g. the automated driving system failed to detect the 
pedestrian timely) and organisational failures (e.g. the 
Uber disabled the vehicle’s original safety features to 
test the performance of the Uber AV). Blaming human 
drivers in similar crashes underlies mere several pre-
sumptions: they will and can adequately supervise and 
monitor vehicle automation; they have the capability to 
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regain vehicle control quickly and safely when necessary; 
and human intervention is the safest option (or at least 
is not the more dangerous one) if and when the auto-
mation malfunctions or encounters challenges on the 
road (Pearl 2017). These, however, are beyond human 
capacity or human nature (Shalev 2022). These presump-
tions would be fallacies or delusions (Emmenegger and 
Norman 2019; Hancock 2019). 

Probably, the real problem is that automation man-
ufacturers and providers fail to commit that compla-
cency would not lead to dangerous situations and 
consumer harms, or even that the automation is 
designed to induce ‘complacency’ (in other words, the 
human operator is designed to be ‘complacent’). This 
term of ‘complacency’ (or ‘driver complacency’ and 
‘operator complacency’) per se contains pejorative con-
notations, puts the blame on the involved individual 
(Moray and Inagaki 2000; Smith 2018), and thus 
tempts audiences and casual users to believe it as an 
individual problem. Its use within and beyond HFE has 
resulted in untended consequences. Thus, we believe 
this term per se has become a problem in practice. 

5.2. Theoretical challenge: the risk of ‘uncertainty 
laundering’ 

Given current theoretical discussions (see Section 
4.2.1), we found that there is no accepted, articulated 
theory or model of driver complacency about how it 
is produced, how it is associated with other elements 
for driver-automation interaction, and how it influen-
ces driver performance and traffic safety. For instance, 
regarding its relationship with trust, different view-
points exist. One is that complacency is a product of 
(over)trust (see Borowsky, Zangi, and Oron-Gilad 2022; 
Cotter et al. 2021; Greenlee et al., in press; Kunze et al. 
2019; Payre, Cestac, and Delhomme 2016; Rudin- 
Brown 2010; Ward 2000; Wickens 2020). However, its 
opposite viewpoint suggests overtrust as a product of 
complacency (see Kaber and Endsley 1997). These dif-
ferent viewpoints are not empirically examined yet. 
Sometimes these terms are also (implicitly) inter-
changeable (see Papadimitriou et al. 2020; Wulf et al. 
2013; Young, Stanton, and Harris 2007). 

We do not want to clarify their relationship, but 
address a more serious theoretical problem. Regarding 
drivers’ behavioural and performance deviations in 
automated driving as compared to manual driving, 
they have been used to measure or indicate compla-
cency (Theme 2.1) or explained as the results of com-
placency (Theme 3.1), in the eyes of complacency 
researchers (see Figure 4). It reflects the interesting 

inconsistencies in complacency research in the associ-
ation between complacency and its behavioural and 
performance indications. More importantly, it would 
indicate that complacency research takes their associ-
ation for granted. However, this mindset should be 
challenged. 

First, taking these behavioural and performance 
deviations as evidence of complacency may lead to 
wrong conclusions, because different theoretical infer-
ences may be compatible with the same data (Dekker 
2015; Makov et al. 2023; Smith 2018). It has been iden-
tified in the driving automation domain but received 
insufficient attention. For instance, Young and Stanton 
(2002) observed that ‘a handful of experiments have 
found degraded performance when using vehicle auto-
mation, mostly in recovery from automation failure’ (p. 
365). Regarding their observation, complacency or over-
reliance has been used as a potential explanation (see 
de Waard et al. 1999). However, beyond this explan-
ation, Young and Stanton (2002) also summarised other 
explanations in the literature: expectations about the 
automation (Nilsson 1995), mobilisation of effort 
(Desmond, Hancock, and Monette 1998), and mental 
workload (Stanton, Young, and McCaulder 1997). 
Recently Greenlee et al. (in press) pointed out that it is 
currently still unknown what factors (e.g. complacency 
or general consequences of prolonged monitoring) are 
responsible for temporal declines in detection perform-
ance when drivers are tasked with the monitoring role 
under automated driving. Also, these behavioural or 
performance deviations have been referred to as differ-
ent key concepts in driving research. For instance, vis-
ual attention allocated to driving tasks (i.e. redirection 
of visual attention to non-driving related tasks) has 
been used to measure or indicate not only compla-
cency (Noble, Dingus, and Doerzaph 2016) and overre-
liance (Dunn et al. 2021) but also mode awareness 
(Feldh€utter et al. 2018; Forster et al. 2020) and overtrust 
(Yang et al. 2018). Even when a human driver is fully 
gazing at driving tasks under automated driving or 
when the human driver has the same visual allocation 
behaviours under manual and automated driving, we 
cannot conclude that the driver is not complacent. This 
is because visual fixations and attention can be dissoci-
ated. The driver may allocate covert attention else-
where and fail to detect critical events, which refers to 
the ‘inattentional blindness’ or ‘looking-but-not-seeing’ 
phenomenon (Mack and Rock 1998). Parasuraman and 
Manzey (2010) explained it, as well as overt redirection 
of visual attention, as a result of automation compla-
cency. It is an interesting point beyond our current 
scope. Overall, there are different usage or competing 
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explanations of these behavioural and performance 
deviations in driving automation research (see Figure 
4), largely due to uncertainties in what they really 
indicate. 

Second, the self-explanations from automation 
users further unfold the uncertainties in what these 
behavioural and performance deviations map into. For 
instance, regarding drivers’ more engagement in non- 
driving task activities, researchers (e.g. Dunn et al. 
2021; Noble et al. 2021) used complacency (or overre-
liance) to explain them; however, other researchers 
(Boos et al. 2020; Feldh€utter et al. 2018) after coding 
the involved drivers’ self-explanations found that there 
are also other reasons for their engagement in non- 
driving task activities (see Section 4.2.3.2). 

It is cognitively unrealistic to expect humans to 
remain attentive the entire time under automated 
driving as well as manual driving. Complacency (if it 
exists) is not necessarily the only causal explanation 
for drivers’ behavioural and performance deviations, 
regardless of the researchers’ (‘outside’) or drivers’ 
(‘inside’) perspectives. There are uncertainties in 
what are the real causes. Given this, using them to 
measure complacency or taking them as a result of 
complacency is what we call ‘uncertainty launder-
ing.’ This issue would threaten the scientific legitim-
ation of this concept and relevant research. It offers 
a shallow understanding of human performance, 
with risks of oversimplification and overgeneralisa-
tion. It even raises a strong criticism that current 
evidence of complacency might mean nothing 
(Dekker 2015): it is a mere retrospective judgement 
but not an explanation. As Hamlet reminds us, ‘ay, 
there’s the rub.’ 

5.3. Measurement challenge: a lack of valid, 
specific measures 

As explained earlier, the concept complacency origi-
nated from the aviation sector and refers to a psycho-
logical or mental state such as ‘self-satisfaction’ and 
‘low index of suspicion’ (Billings et al. 1976; Wiener 
1981). This ‘hypothetical’ state has never been directly 
measured in aviation and road transport and beyond. 
Instead, as shown in Section 4.2.2, various behavioural 
and performance indicators (e.g. increased manual 
control recovery time, more secondary task engage-
ment, and reduced visual monitoring) were used to 
measure it or indicate its existence in academic 
research. In current crash investigations, the 
‘prolonged visual distraction’ behaviour has been 
regarded as evidence of complacency (NTSB. 2019a). 
Section 5.2 discusses that complacency is not neces-
sarily the only causal explanation for them from the 
theoretical perspective. Next, we discuss them from 
the measurement perspective and challenge the 
notion that they are valid and effective measures for 
complacency. 

First, as complacency is believed to be causal to 
these behavioural and performance deviations, it 
should be measured independently of these assumed 
outcomes (Bahner, H€uper, and Manzey 2008; Moray 
and Inagaki 2000). Otherwise, it—using an ‘effect’ to 
represent a ‘cause’—is unfortunately circular reasoning 
and muddled thinking (see Dekker 2015; Flach 1995), 
as shown in Figure 5. 

Second, there is lacking objective and usable meas-
ures for complacency in driver-automation interaction. 
Moray and Inagaki (2000) proposed that complacency 
should be objectively measured as that monitoring or 
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Figure 4. Uncertainties in what explains behavioural and performance deviations in automated driving.  
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sampling of automation below the optimal (or stand-
ard) level. However, it still has theoretical and practical 
concerns. The theoretical concern, as explained earlier, 
the under-sampling behaviour might be due to other 
factors rather than complacency (see Section 5.2). The 
practical concern is that it is difficult (if not impos-
sible) to specify its reference (i.e. the optimal sampling 
behaviour) in advance in real settings such as driving 
(Parasuraman and Manzey 2010). Further, even a devi-
ation from the optimal sampling behaviour might only 
describe the degree of reliance but cannot be used to 
label complacency or overreliance in hindsight (Smith 
2018). 

The above questions imply the current measure-
ment conundrum for driver complacency. The red-line 
for judging that a human driver is already complacent 
prior to the crash occurrence or other negative out-
comes, which is required in practical fields such as 
crash investigations, is uncharted and ambiguous. 

5.4. Experimental challenge: short-term laboratory 
experiments cannot address the long-term nature 
of complacency 

Current empirical evidence pertaining to complacency 
comes from laboratory experiments with short dur-
ation and college students. We next discuss whether 
laboratory experiments can form complacency in a 
short timeframe and provide sufficient external validity 
to confirm and generalise their findings in practice. 
This issue receives insufficient attention in previous 
debates. 

Researchers and casual users use complacency as 
reflective of empirical reality: while operators interact 
with reliable and high automation (but still imperfect), 
they tend to believe their dependence on automation 
is warranted, their complacent behaviours then occur, 
which reduces their likelihood to detect automation 
failures or leads to their late responses. A long time-
frame is needed to develop operators’ complacent 

behaviours naturally. As a reference, Campbell and 
Bagshaw (1991) stated that ‘the higher accident rate 
for general aviation pilots with between 1000 and 
3000 flying hours, compared with those of less flying 
experience, is often explained by complacency’ (p. 
156). Thus, the time needed for fostering complacency 
should be far more than half or one hour, the com-
mon timeframe for running a driving experiment 
(unless there are other non-natural ways to artificially 
invoke ‘complacent’ behaviours, such as misleading 
information). 

Complacency has a long-term nature. Unfortunately, 
current laboratory experiments would not provide 
enough time for complacency to form (McBride, 
Rogers, and Fisk 2014) and their validity to test com-
placency-related theories might not be strong. Caution 
is warranted in overgeneralising their complacency- 
related findings in practical fields (Smith 2018). 
However, current crash investigations (e.g. NTSB. 
2019a) mainly rely on the discussions from short-term 
laboratory experiments with college students (e.g. 
Parasuraman and Manzey 2010; Parasuraman, Molloy, 
and Singh 1993). 

5.5. Prevention challenge: can we reduce 
complacency and overreliance? 

As complacency (and overreliance) has been consid-
ered the critical reason for automated-related crashes 
occurring in clinical causation analysis, it should be 
the direct target of crash prevention actions. A close 
link between a recognised crash cause and its preven-
tion action is essential. 

Although previous studies suggested that specific 
instructions (Price et al. 2019) or training (Louw et al. 
2021) might reduce complacency and overreliance, 
their potency in actual situations would be reduced 
by many practical factors, such as inaccurate informa-
tion from salespeople (Endsley 2017a) and improper 
naming of the vehicle automation system (Abraham 

How did we know the driver 
was complacent?

Because the driver engaged in 
more non-driving related tasks.

Why did the driver engage in more 
non-driving related tasks?

Because the driver was 
complacent.- - - -

Figure 5. Circular reasoning between complacency and its assumed outcomes.  
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et al. 2017; Dixon 2020; Du et al. 2022; Nees 2018; 
Teoh 2020). As complacency (also overreliance) is diffi-
cult to be measured objectively and directly, any 
detection and mitigation attempts might be ineffect-
ive (Drnec et al. 2016). Therefore, even if complacency 
is recognised as a crash cause, it seems that few 
effective preventions can be taken to alter it. 

Does it mean there is nothing more to do? Here we 
argue that we do not have to directly target the hypo-
thetical human state or attitude, but to detect relevant 
observable driver behaviours such as distraction and 
misuse of vehicle automation (of note, these behav-
iours might be due to other reasons such as general 
consequences of prolonged monitoring). That is to 
say, regardless of which mechanism causes these 
behaviours, these behaviours should be detected and 
prevented. 

In the 2018 Uber AV crash, there was no system in 
place to ensure its operator keep the eyes on the 
road. But that system exists on roads, called the driver 
monitoring system (DMS), an automated system to 
monitor human drivers who are required to monitor 
the driving automation system and the road. DMS is 
expected to detect unfitted driver states and behav-
iours such as drowsiness, distraction, and fatigue 
(Collet and Musicant 2019) and thus mitigate the 
potential risks of complacency and others. In practice, 
complacency is taken as a distraction problem by the 
NTSB (Landsberg 2020), which is expected to be 
detected by DMS. The regulators and watchdogs 
require DMS to ensure that the drivers’ eyes are 
directed at the road and their hands are either on the 
wheel or ready to grab it at all times. When the driv-
ers do not meet these requirements, DMS should send 
alerts and perform appropriate emergency procedures. 

Such requirements over drivers and DMS are appro-
priate in vehicles with partial automation. However, in 
vehicles with conditional automation or higher auto-
mation, the automated driving system will become 
the primary responsible party when it is activated 
(Price et al. 2019). Certain ‘complacent behaviours’ 
such as looking at phones and watching movies might 
become normal, which is what exactly car manufac-
turers and tech giants in the AV industry promised to 
make future driving more enjoyable (Deichmann et al. 
2023). Thus, there are deeper questions: how these 
requirements over human drivers and DMS under 
automated driving should be tailored for this struc-
tural change? How safe is safe enough to allow drivers 
to be ‘complacent’ in AVs? For these questions, their 
answers remain completely unclear and deserve fur-
ther research efforts. 

Finally, we want to make it clear that DMS is 
designed to know certain driver states but not to dir-
ectly ‘read’ what are in drivers’ mind (e.g. compla-
cency), and thus it is not naturally linked to the 
business of complacency. Given the notion that if 
something cannot be changed it is not a cause (Hauer 
2020), we might need to re-think whether compla-
cency is a real cause. What is more important is that 
the vehicle automation designers and manufacturers 
should make sure that complacency and overreliance 
would not lead to dangerous situations. Consumers 
deserve such a commitment. In addition, the manufac-
turers and dealerships have the responsibility to make 
the public and consumers aware of the limitations and 
constraints of the current vehicle automation technol-
ogies. They shall design and employ specific self- 
guided tutorials and training sections prior to drivers’ 
first contact with vehicle automation, in order to cali-
brate driver trust and prevent potential complacency 
issues. That said, a systems approach should be 
adopted for interventions. 

6. Conclusions 

Complacency (and overreliance) has been defined as 
operators using and relying on imperfect automation 
uncritically. We believe it is a real and important issue 
when operators interact with automation in real set-
tings. We provided an overview of the status quo 
regarding the concept in driving automation. After 
careful scrutiny, we found its challenges in conceptual-
isation, theorising, measurement, experiment design, 
and prevention. This concept is not well defined in 
driving automation and beyond. This is a clear conflict 
in whether it is an individual or systems problem. 
Certain behavioural and performance indicators (e.g. 
distraction or engagement in secondary tasks) have 
been used to indicate or measure it; however, these 
indications are not necessarily due to complacency 
and they could be the results of other causes. Using 
complacency to explain them would slip into the risk 
of ‘uncertainty laundering’ or oversimplification and 
overgeneralisation. Valid and objective measurements 
for complacency are lacking in driving. Concern exists 
about the realism of current short-term laboratory 
experiments to form complacency. There is no effect-
ive intervention or device directly targeting and 
preventing complacency. As a corollary, we conclude 
that current scientific inquiry would not properly sup-
port its legitimate usage in investigations, inquests, 
and court cases. 
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Using brittle and imperfect vehicle automation 
makes human drivers be set up to err and then be 
blamed for automation complacency. It was the only 
individual factor repeatedly identified in current crash 
investigations involving different vehicle automation 
levels. It might be not a coincidence but reflect a hid-
den but common belief among investigators and 
researchers: ‘To be complacent is human.’ However, if 
there is no consensus about what it is, no clear evi-
dence for confirming its existence and causal power, 
and no effective device to directly reduce it, can we 
use this concept—it carries pejorative connotations 
and puts the blame on automation consumers—to 
determine drivers’ causal and even legal responsibil-
ities in the aftermath of a crash? It is a moral choice 
amongst crash investigators and HFE researchers. This 
concept may create new consumer harms. 

To reduce potential consumer harms, we argue that 
it should reduce the temptation to punish and blame 
drivers for complacency (or overreliance) in research 
and practice. The term has become a problem per se. 
We suggest that the HFE community has an ethical and 
moral responsibility to minimise its usage and defend 
human drivers who buy and use far-from-perfect auto-
mation. Of note, this suggestion does not mean to 
‘throw the baby out with the bathwater.’ Researchers 
need conceptive theoretical debates, strong scientific 
inquiry, and careful empirical examinations of its causal 
influence on traffic crashes and its own antecedents, in 
order to theorise this concept, which is also important 
for preventing driving automation’s safety benefits from 
being compromised. 
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